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Executive Summary

In D4.2 a demonstrator is presented, which encompasses the simulation functionalities of the
CENTAURO robot and environment. Here, a prototypical CENTAURO robot can be maneu-
vered in a disaster scenario by means of direct control, force feedback, and visual (augmented
reality) metaphors—using third and first person views. Additionally, two more demonstrators
are shown, which represent the interface structures of the simulation. First, the simulation is
connected to an exoskeleton simulator (by partner SSSA) exchanging position and force data
at high frequencies. Second, the simulation is connected via ROS (Robot Operating System)
with the Momaro setup (by partner UBO) to ensure a reliable hardware interface to the robot
and sensor hardware.
In summary, we developed a comprehensive demonstrators of the 3D simulation-based operator
interface, the ROS interface, and the exoskeleton interface as described in T4.2.
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1 Introduction
For a robotic field system such as planned in CENTAURO, 3D simulation can be used prior
to the completion of the full system for the design, development and optimization of hardware
and software components. Plus, simulation can be used in the field as an additional interface
between the operator and the robotic field system, e.g. to plan and verify next actions in sim-
ulation first before executing them in reality. Thus, CENTAURO aims at developing novel
3D simulation-based interfaces to ensure an intuitive interaction of operator and robot during
system development as well as during system operation.

As described in T4.2 (CENTAURO robot and environment simulation), a major part of
work package WP4 (Modeling and Simulation) is to provide a close-to-reality simulation of
the CENTAURO robot in various environments. This simulation is the basis for the predic-
tive robot model and the interaction of the operator with the look-ahead simulation (see Grant
Agreement [7]):

The robot’s dynamic model consists of rigid bodies and may be updated by us-
ing provided CAD files in the development process. For complex shapes, simpler
substitutions are used to enable dynamic multi-body simulation in real-time. For
actuator simulation, a motor model is needed and the control algorithms from WP2
(T2.3 - T2.5) are included. CENTAURO’s actuator control can either be directly
integrated into the Virtual Testbed (VTB, see D4.1), or it can run as software in
the loop. Sensor simulation is another important part of the robot model. Existing
components of the VTB can be configured and used for sensor simulation such as
laser scanners, RGB-D sensors, and stereo cameras. Extensions and modifications
are carried out where necessary - as well as an appealing visualization of sensor
data in real time. Attention also has to be paid to environment simulation. As
first step, different scenarios can be modeled statically (again, import from CAD
or other 3D files is possible). The resulting virtual worlds provide a testing ground
for the simulated CENTAURO robot in different disaster scenarios, possibly with
elements such as stairs, doors, or collapsed walls. To generate a realistic impres-
sion, more effects and features can be added to the VTB, e.g., advanced lighting
simulation with various new materials, or fog, smoke, and dust simulation. Ego-
centric and third-person views into the simulated worlds are directly observable by
the operators.

The core components of work package WP4—also with respect to WP8 (Requirement Specifi-
cation and Evaluation)—are:

1. Interfaces

(a) Exoskeleton Interface

(b) ROS Interface

(c) Sensor Interface,

2. Simulatable Robot Model, and

3. Simulatable Environment Model.

Thus, D4.2 is not only limited to the robot and environment simulation but moreover to its
use and connectivity. The interface of the simulation model to real hardware components and
external input or output devices is of paramount importance.
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2 Overview
The deliverable D4.2 (Simulation of CENTAURO Robot and Environment) encompasses:

• CENTAURO robot model,

• environment model for disaster scenarios,

• interface to the Robot Operating System (ROS),

– incorporation of specific ROS data types in simulation

• interface to the exoskeleton, and

– incorporation of force feedback in simulation

• sensor interface, data processing, and visualization.

The results of this deliverable are integrated in a demonstrator that is detailed in the next section.
In the subsequent sections the different parts of the demonstrator are presented and their status,
progress and contribution are described. In addition to the main simulation demonstrator, we
also developed one demonstrator for each of the two major interfaces: ROS and the exoskeleton.
These demonstrators are important to ensure the upcoming transfer from simulation to real
hardware components.

2 OVERVIEW 6
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3 Demonstrator
The demonstrator of D4.2 was shown at the Automatica fair in Munich (June 2016) and com-
prises almost all features developed in T4.2. The setup of the demonstrator at Automatica can
be seen in Fig. 1. It consists of the Momaro robot and the simulation setup. The Momaro robot,
from a prior UBO project, is accompanied by a video screen, showing results from the DARPA
Robotics Challenge. Its rotating laser scanner head is connected to a Oculus Rift Dev Kit 2 to
visualize live sensor data (cf. (a), in the background). The demonstrator setup is placed on a
table (cf. (a), in the foreground).

(a) CENTAURO booth at Automatica

(b) Demonstrator setup - Overview of the devices
used with the simulation

(c) Demonstrator setup - Stereoscopic view of CEN-
TAURO operators in simulation

Figure 1: Demonstrator setup as presented at the Automatica fair in Munich, June 19-22, 2016.

The demonstrator setup is also depicted in Fig. 1(b) and Fig. 2: The CENTAURO robot
model is placed in a virtual disaster scenario environment. Most types of movement control are
accomplished via a gamepad. This includes driving movements (acceleration, deceleration, and
turns), prescripted whole-body movements (body elevation and squad), additional head move-
ments, and the switch for additional camera overlay images. Additionally, a Geomagic Touch
X haptic force feedback device is connected to the left arm of the robot with force feedback in
its tool center point. The third person view onto the scene can be switched into a first person
stereoscopic view utilizing the Oculus Rift Dev Kit 2 (cf. (c)). This overall setup enables the
user to operate the virtual CENTAURO robot from the first person view, using also the gamepad
for maneuvering and the Geomagic Touch X for force feedback. Additionally, it is possible to
switch to the support operator, third person view, with the possibility to add additional informa-
tion in terms of camera overlays for the user.

In short, this demonstrator shows a model of the CENTAURO robot and a sample envi-
ronment (cf. also Section 4). Additionally, force feedback of the simulation is introduced and
displayed with the Geomagic Touch X (cf. also Section 6). Simulated sensors are introduced
to support the user, accompanied by the possibilities of first person and support operator views.

3 DEMONSTRATOR 7
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Figure 2: Schematic view of the demonstrator setup.

One central aspect, the ROS interface described in Section 5, is currently not integrated in this
demonstrator but scheduled for integration as part of the ongoing works in WP4.

3 DEMONSTRATOR 8
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4 Robot and Environment Modeling

Figure 3: Robot and environment simulation in the demonstrator.

Fig. 3 depicts the rigid body dynamic simulation of a prototypical version of the CEN-
TAURO robot in a disaster scene. The robot is modeled using rigid bodies, which are connected
via different joints and controlled via motors. Although the robot model is based on the de-
scriptions of WP2, we are not yet using specific details, but equip the model with standard mo-
tors (position or velocity controlled) in the rotational and ball-in-socket joints. The rigid body
model is currently using standard shapes (mainly pill- or sphere- shaped objects). Nevertheless,
complex geometries can also be included and transferred into rigid body shapes using either
oct-spheretrees [5] or a triangulation approach. The robot model is continuously updated by
using geometry data from partner IIT, who maintain and provide Gazebo models of their robot.
Without using any control algorithms yet, the posture of the robot is modeled with a predefined
startup orientation in the position-controlled joint motors. Also pre-scripted motor-based ac-
tions are implemented the same way. Sensor information can be gathered with the integrated
sensor simulation framework. In the current model, a standard RGB camera and a simulated
PMD sensor are used to visualize additional information. These sensors have been selected for
the purpose of demonstrator development and presentation, while the details of the sensors and
cameras used in the final CENTAURO setup have still been under revision (the setup of sen-
sors and cameras was finally decided at the CENTAURO project meeting May 21-22, 2016, in
Stockholm). The parameters of the simulated sensors and cameras will be adapted to represent
this final setup as part of the next general update of the simulation, scheduled for Q4/2016.

4 ROBOT AND ENVIRONMENT MODELING 9



CENTAURO – 644839 D4.2 Simulation

The environment model is defined as a hierarchical spatial tree of 3D geometries (primitives
or CAD data), which can be enhanced with environmental details for rendering (e.g. time of
day, weather conditions) as well as automatically generated support for collision detection and
rigid-body simulation. For example, the geometries of the environment model depicted in Fig. 3
were first imported from an existing CAD model, then enhanced with modules for rendering
and dynamic simulation. Currently, the environment models can seamlessly be exchanged by
any given environment, using the same robot and also the same input devices. Some possible
environments are shown in Fig. 4.

(a) VEROSIM village

(b) Benchmark Arena [7] (c) Ahrweiler Test Ground

Figure 4: Different types of environment models for VEROSIM.

At the moment, the environment model (a) is suitable to show the capabilities of the current
version of the CENTAURO robot. In a next step, we plan to provide a catalogue of environment
models representing test environments of the final robot as defined in the CENTAURO require-
ments. These test environments are focussing on specific, well-defined situations and can act
as ”building blocks” to setup more complex models for benchmarking step-by-step. As such
a more complex benchmark scenario the consortium is considering a ”box”-based benchmark
arena (cf. Fig. 4b) or the existing testing ground in Ahrweiler (Fig. 4c). The modeling of the
catalogue of test evironments as well as the modeling of the complex benchmark scenario will
be feasible based on the definition of environment models developed in T4.2.

Although modeling is the focus of this work package, much effort has also been put on
interfaces as modeling of the robot does not only involve a geometric approximation, but has
to mimic real behavior in terms of interfaces, too. Therefore, the control interface to the ex-
oskeleton, and the ROS interface to all other hardware parts is of paramount importance in this
deliverable. These central interface modules are discussed in the next sections.

4 ROBOT AND ENVIRONMENT MODELING 10
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5 ROS Interface
We implemented a generic integration of ROS into the used 3D simulation system VEROSIM to
enable to use the full spectrum of ROS functionalities from within the simulation. Implementing
an interface to the communication infrastructure of ROS aims at connecting the message passing
system with roscore to open up many possibilities regarding other core components of ROS.
The milestone to achieve was to be able to resemble the features in the Momaro setup [12][8]
in order to make use of the knowledge already available from prior ROS setups.

The Momaro setup is mainly based on standard ROS data types. Thus, we started the im-
plementation in VEROSIM with corresponding standard message types as well as combined
message types for the central input/output board of VEROSIM (so-called IO Board) [9], which
then allows for dynamically connecting internal simulation functionalities with the ROS frame-
work. As a result, simulation scheduling, rendering and the other frameworks can utilize the
inputs and outputs of ROS nodes.

Figure 5: VEROSIM IO Board using dynamic input from simulation to publish, and submit to
ROS messages via outputs in simulation.

The following implementation scheme is used to continuously add ROS functionalities to
VEROSIM using the roscpp (and rospy) API:

1. Implementation of static data type conversions for std msg types,

2. Implementation of static data type conversions for combined std msg and specialized
types,

3. Implementation of template-based conversions for arbitrary message types, and

4. Completely dynamic (Python-based) embedding of ROS data types into VEROSIM.

Step by step, this led to a continuous integration of more data types. Finally, it will be
possible to use a given set of ROS message types from within simulation (input and output). In

5 ROS INTERFACE 11
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Figure 6: Using ROS with VEROSIM: (top/left) VEROSIM issuing data using ROS publisher,
(top/right) console running roscore, (bottom/left) console for inspection with rostopic, (bot-
tom/right) second instance of VEROSIM reading the data using ROS subscriber.

addition, we will offer an easy way to add new functionalities based on C++ templates, or even
use Python for dynamic ROS message implementation (on the fly).

Using this implementation scheme led to the following results: Fig. 5 shows a ROS publisher
extension in the VEROSIM IO Board to publish a float64 in the ROS namespace ”veROSim”
on the ROS topic ”myFloatValue”. In Fig. 6 this ROS std msg float64 publisher and its corre-
sponding subscriber are used to connect two instances of VEROSIM. As a result, the input data
from the top/left VEROSIM is published and thus transferred via the ROS network to the sub-
scriber in the bottom/right VEROSIM. Now, it is possible to use the template-based conversion
analogously to quickly add new ROS message types communicating the same way as described
above. The completely dynamic, Python-based approach is still under development, would al-
low a more dynamic development approach, but is not strictly needed for further developments
with the implemented ROS interface.

In an internal meeting (CENTAURO VEROSIM meeting, April 22nd 2016 in Aachen) the
definition of this interface lead to a requirement analysis and some core components summa-
rized in Tab. 1

A first proof of concept could already been achieved during this meeting in Aachen, where
we connected one joint of the Momaro robot with one virtual CENTAURO robot joint via ROS.
Since then, all crucial message types (marked ”high” and ”medium” in Tab. 1) have been im-
plemented and tested with the help of the Momaro simulation in Gazebo, provided by UBO.
This can be also seen as one demonstrator of this part of the deliverable D4.2. Implementa-
tion of additional message types (marked ”low” in Tab. 1), and their testing and optimization
is momentarily in progress. Additionally, are we currently implementing the required sensor
message types to be connected to the integrated sensor framework of VEROSIM to utilize both,
ROS and VEROSIM sensor data processing and visualization.

5 ROS INTERFACE 12
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Type description Importance

rosgraph msgs/Clock Simulation time (2kHz) high
sensor msgs/JointState Joint measurements (125Hz) high
sensor msgs/LaserScan Single Laser Scan (40Hz) medium
gazebo msgs/ModelStates Position and Velocity low
control msgs/JointControllerState Single Joint Feedback low

std msgs/Float64 JointAngle high
dynamic reconfigure/Reconfigure PID gains low

Table 1: ROS interface definition/ requirement analysis.

6 Exoskeleton Interface
The integration of force feedback in 3D simulation environments is not addressed in current
research. Most commonly used as three-dimensional input devices for modeling, force feedback
devices are only in some rare applications also used in specialized simulation environments,
such as surgical simulations, where force feedback is then the main aspect of simulation.

OpenHapticsAPI

Physical Device

VEROSIM Extension

Force Preparation

Rigid Body Dynamics

HDAPI

Threadsafe C++ Callbacks

Force Calculation

Collision and Force Detection

3D Simulation Velocity exchange / scheduling / …

UDP Packet Struct

Exoskeleton (Sim)

UDP

Figure 7: Modular force feedback concept chart (chart idea based on [6]). Using a modular
organization, the physical device and its API can be easily exchanged. The connection of simu-
lation scheduling, rigid body dynamics, collision detection and force preparation is carried out
in 3D simulation.

We developed a generic interface concept to couple rigid body dynamics based force gen-
eration, force reprocessing and specialized driver interfaces for each force feedback device.
Devlopment of this interface was started with the Geomagic Touch X haptic force feedback
device and then extended towards a force feedback ready exoskeleton. As a result, the overall
force feedback interface implements three layers:

1. Intertwining of dynamic simulation and events of force feedback calculation at time tFF ,

2. Generic interface for force feedback devices, calculating a generic force feedback force
FFF at the time tFF ,

6 EXOSKELETON INTERFACE 13
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3. Specialized driver interfaces for each haptic device,

(a) Geomagic Touch X with OpenHaptics API
• transmit the calculated force F TouchX

FF , and
• provide positional input pTouchX of the tool center point.

(b) Exoskeleton with UDP/IP connection
• transmit an exoskeleton device command struct, either in ’force mode’ (using

joint torques τ exoi for each joint i) or ’compliant position mode’ (using the end
effector position pexoout ) and
• provide an exoskeleton device data struct, with positional input of the end ef-

fector pexoin .

Starting with the Geomagic Touch X, we used the freely available OpenHaptics API [4] to
implement the driver interface, while the deeper layers were achieved in simulation. As one
can see in Fig. 7, the API is just used for low level interfacing the physical hardware. Visible
for the user in the 3D simulation is just an extension that manages a thread-safe communica-
tion channel. On a higher level, the collision and force detection, calculation and scheduling
is of paramount importance. We implemented a collision-based determination of each force
feedback event (→ tFF ). Now, either

• the calculated force on interacting rigid bodies (FRB) can be used as force feedback,

• specific force torque sensors (FFT ) (e.g. in the joints) can be used for force feedback, or

• a more general approach, where the virtual coupling is based on a mass-spring-damper
system as found in [1][11].

In the third option, a variance analysis of current position and target position is used to calcu-
late a (virtual) spring-damper based force (FSD). This procedure has the advantage of equal
force dimensions, irrespective of the two colliding bodies. Otherwise the calculated collision
force could become too high or too volatile for the force feedback device. As a result, we use
the general option for force direction and magnitude calculation, the integrated dynamic rigid
body framework for collision detection, and a separate thread to safely collaborate with the
OpenHaptics API.

Using this interface, it is also possible to exchange the Geomagic Touch X with other force
feedback devices, in poarticular the exoskeleton by partner SSSA. During the development of
the final exoskeleton, an exoskeleton simulator (by SSSA) is used as a substitute to define,
develop, and use the exoskeleton interface in the 3D simulation. This exoskeleton simulator
provides the exact same interface design as the final exoskeleton. Therefore, defined exchange
information structs (encompassing end-effector position, joint angles, joint force and torques,
etc.) can already be received by and send from simulation. Although the communication be-
tween simulation and Geomagic Touch X is based on a specific API and thus completely differ-
ent to the UDP- based connection of the exoskeleton, the infrastructure of the force feedback
interface already provides all necessary pre-processing of forces. The low level interface layer
of the UDP exoskeleton is then added on top of the force feedback fundament.

Using the exoskeleton simulator led to a defined interface concept for simulation and already
shows first promising results in terms of the communication protocol and also realtime capable
communication. In Fig. 8 the developed demonstrator can be seen for positional in- and output
between VEROSIM and the exoskeleton simulator. In synchronization with the development and
availability of the full exoskeleton setup by SSSA, next steps are scheduled to generate force
feedback from simulation for a direct and intuitive sense of immersion with the real exoskeleton.

6 EXOSKELETON INTERFACE 14
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(a) Exoskeleton input to simulation. Motions of the exoskeleton as commanded with the exoskeleton simulator by
SSSA (right) are transferred to VEROSIM and mapped to representation of each wrist (left).

(b) Simulation output to exoskeleton. Motions of the wrist representations in VEROSIM (left) are transferred to the
exoskeleton simulator (right) in order to command the exoskeleton.

Figure 8: Demonstrator of the exoskeleton interface.

7 Sensor Interface, Data Processing and Visualization
The visualization of the sensor data collected from optical and other sensors has to be pre-
processed and made available in an intuitively and understandable manner.

Due to the fact that one person will not be capable of supervising the robot alone, the CEN-
TAURO project proposes the introduction of one or more support operators who provide addi-
tional, necessary information for the pilot. For the two types of operators, we accomplish two
different views on the scene, 1) an immersive first person view using a head mounted stereo-
scopic display (here the Oculus Rift Dev Kit 25), and 2) a third person view onto the whole scene
in simulation. This requires the stereoscopic view implementation in simulation which could
already be achieved for the Oculus Rift Dev Kit 2. Another integration of the HTC Vive is under
development. The Oculus Rift Dev Kit 2 was already used for presenting the demonstrator at
Automatica.

For the sensor pipeline development, we need sufficient data processing for visualizing the
input from various sensors. This data processing and visualization is based on the internal
sensor framework (see [10] for further information) at first, but can be modularly extended or
replaced by external libraries, particularly ROS sensors and ROS-based data processing algo-
rithms as discussed in Section 5. Thus, based on the developments in T4.2, we will be able
to achieve a collaborative composition of internal functionalities and external frameworks with
regards to sensor hardware, sensor data communication, sensor data processing and sensor data

5https://www.oculus.com/en-us/rift/
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visualizations as required in CENTAURO.
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8 Conclusions
Taking everything into consideration, we could already provide an integrated demonstrator
which shows the capabilities of the 3D simulation setup (see Fig. 9 - green). Using a sim-
plified robot model in a dynamic environment, controlled with diverse input devices, visualized
in third and first person view already shows the overall system of operator, support and robot
(simulation).

In addition, we also showed in two other demonstrators first prototypes to communicate
also with real hardware - the exoskeleton and ROS interfaces. We achieved a stable in- and
output of positions with the exoskeleton simulator from SSSA (see Fig. 9 - blue). We also used
the Momaro simulation to test and evaluate our ROS interface (see Fig. 9 - red). These are
promising results in the overall scope of the CENTAURO project.

Figure 9: Demonstrators - general simulation system (green), ROS interface (red), and ex-
oskeleton interface (blue).

In addition to the testing and optimization of these prototypical interfaces, further focus has
to be put on sensor data, its processing, the automatic environment generation, and other data
handling. Here, the implementation of the ROS-based interface to the Momaro setup by UBO
was an important achievement, as the Momaro setup already provides variants of the function-
ality required in CENTAURO and represents a robotic field system of similar complexity. Still
open is the continuous adaption of the robot model and simulated sensors in synchonization
with the progress of WP2 as well as the modeling of a catalogue of testing scenarios according
to the requirements.

Regarding the state-of-the-art, the individual interfaces to devices such as Geomagic Touch
X and Oculus Rift Dev Kit 2 as well as ROS interfaces and the integration of the exoskeleton are
based on existing APIs and thus well-known. However, the deliverable D4.2 makes significant
progress beyond the state-of-the-art in terms of combining all these individual interfaces in one
comprehensive simulation system to support the purpose of a 3D simulation-based operator
interface for a robotic field system.

8 CONCLUSIONS 17
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Towards a 3D simulation-based operator interface for teleoperated
robots in disaster scenarios

Torben Cichon, Christian Schlette and Jürgen Roßmann1

Abstract—

Beyond robot hardware and control, one major element for
an efficient, constructive and safe mission of teleoperated robots
in disaster scenarios such as Fukushima is the quality of the
interface between operator and robot. In this contribution, we
present the concept of utilizing 3D simulation as a central
interface component for the operator to intuitively collaborate
with teleoperated robots. Thus, means of 3D simulation are not
only used during the development but also in the deployment
of the final field system. Based on this notion, we will discuss
operator interfaces with regards a) to direct interaction with
the robot, b) communication between control station and real
robot and c) the integration of already acquired knowledge and
existing libraries in the robotics community.

keywords: operator interface, virtual testbed, 3D simulation,
force feedback, ROS

I. INTRODUCTION

Disaster scenarios such as at the Fukushima facility site
clearly show that the capabilities of current disaster-response
robot systems are hardly sufficient for providing the desper-
ately needed support to reconnoiter and secure the situation
– especially in the first critical hours.

Based on the state-of-the-art today, the operation of au-
tonomous mobile robots in such highly unpredictable scenar-
ios is not feasible in terms of algorithmic robustness as well
as skillfulness of autonomous mobility and manipulation.
Thus, the most realistic choice currently is the combination
of the cognitive capabilities of a human operator with a
highly mobile and dexterous teleoperated robot.

In such a robotic field system, 3D simulation can be
utilized as a central component: Simulation can be used
prior to the completion of the full system for the design,
development and optimization of hardware and software
components. Plus, simulation can be used in the field as
well, as an additional interface between the operator and the
robotic field system, e.g. to plan and verify next actions in
simulation first before executing them in reality.

II. MOTIVATION

In todays mobile robots one main task is the optimization
of direct control possibilities of the robot. As one could see at
for example the DARPA Robotics Challenge (DRC) a huge
amount of operators were necessary each responsible for one
single task, like hand movement, sensor data pre-processing,
or leg movements for instance. Thus, new interfaces are
needed to ensure an intuitive interaction of operator and

1All authors are with the Institute for Man-Machine Interaction (MMI),
RWTH Aachen University, 52074 Aachen, Germany
{cichon,schlette,rossmann}@mmi.rwth-aachen.de

robot with less man power needed. We propose the use of
only one main operator, responsible for all interaction tasks,
and one support operator utilizing additional information of
the robot’s sensor data to assist the main operator. Special
focus is put onto using 3D simulation in-the-loop of the final
operator to ensure a stable, reliable, and easy to use man-
robot interface.

The CENTAURO2 project aims at the development of
a novel teleoperated Centaur-like robot with whole-body
telepresence of the human operator to allow for making
elaborate decisions during the mission (see Fig. 1). In this
context also new man-machine interfaces are in focus of the
research which is why it has become the framework for
this research. We will establish a safe cooperation where
the operator is immersively present at the site of emergency,
supported by situation-aware interpretations based on multi-
modal information collected with the robot sensors as well as
a-priori knowledge from other sources, e.g. 2D maps. At the
Institute for Man-Machine Interaction (MMI), we develop
such specialized operator interface based on 3D simulation
technologies.

Fig. 1: Basic idea of the CENTAURO project – the joint
hardware/software development of a teleoperated robotic
field system for disaster-response.

Starting in section III, we will motivate the underlying
concept of this approach by related work in the fields of
teleoperation, operator interfaces, force feedback and ROS.
In section IV we give more details on the goals and require-
ments of our approach in the context of the CENTAURO
project. The resulting requirements for the 3D simulation-
based operator interface are presented in section V. In
order to meet the requirements we develop a concept (see

2https://www.centauro-project.eu/

https://www.centauro-project.eu/


section VI) and an implementation plan (see section VII) to
identify and integrate the crucial components in one central
simulation framework. Finally, we conclude our findings
and show prospects for further developments in teleoperated
robotics in combination with 3D simulation.

III. RELATED WORK

To give a comprehensive overview of related work we dis-
cuss teleoperation, its use in disaster scenarios, 3D simulation
technology, operator interfaces, force feedback and the Robot
Operating System (ROS) as the preferred communication
platform in joint research projects in robotics.

A. Teleoperation

Teleoperation – in general the operation of a machine
from a distance – is commonly associated with robotics.
In our application, we aim for teleoperation combined
with telepresence: The operator remotely controls a semi-
autonomous robot and is additionally supported by multi-
modal, immersive information from the scene. An overview
of bilateral teleoperation is given in [1], where the two main
goals of teleoperation are specified as ”stability” in terms of
system control and ”telepresence” regarding the transparency
of the robotic system, the environment and the operator. [2]
gives an overview on the general history of teleoperation
interfaces for mobile robots and vehicles and summarizes
their central aspects: ”[...] teleoperation interfaces provide
tools and displays to perceive the remote environment, to
make decisions and to generate commands.”

B. Teleoperated robots in disaster scenarios

The ability to project the expertise of a given operator to
another location and the ability to scale movements and other
actions have already yielded many applications of teleopera-
tion, ranging from surgery to robot platforms for various en-
vironments, e.g. underwater and in the air. However, disaster
scenarios such as Fukushima in 2011 newly underpinned the
need for teleoperated robots to safely act in highly hazardous
and contagious environments. This demand forstered several
highly funded challenges, in particular the DARPA Robotics
Challenge (DRC), which focussed on the development of
robot technologies for disaster-response tasks. In order to
come up with stable system control, the most successful
teams in the DRC concentrated not only on the development
of reliable robot hardware but also of human-in-the-loop
control schemes where the control stations are a few hundred
of meters away from the robot on the course [3][4][5].

One standard setup of teleoperated robots and their op-
erators in such missions is shown in Fig. 2. According to
the setup in Fig. 2, the robot and the human operators
have to work in concert to perform difficult tasks. Besides
challenges for the robot hardware, this shows the need for
optimized human-robot interaction, particularly optimized,
intuitive user interfaces for teleoperation. The system setup
has to withstand and to recover from loss of communication
to the robotic field system due to difficult environments. To
overcome communication loss or instabilities is one major

Real Environment

Robot

Simulated Environment

Robot

Operator(s)

Fig. 2: Teleoperated robot setup: Spatially separated from
the teleoperated robot, one or more operators interpret the
incoming data in order to issue commands to the robotic
field system. Simulation may be applied for basic planning
etc.

aspect in todays research in mobile rescue robotics, which
are mainly related to the robotic hardware.

C. 3D Simulation Technology

As depicted in Fig. 2, simulation plays a role in control
schemes for teleoperated robotic field systems only in some
rare and rather limited cases. Simulation in teleoperation is
mostly used for testing and validation of individual modules
or algorithms during development. These simulation tools
are focussing on individual aspects or specific application
areas, e.g. ROS Gazebo [6], which is also applied in the
aforementioned DRC. A more holistic approach to 3D simu-
lation in robotics is provided by the eRobotics methodology
[7][8][9] and so-called Virtual Testbeds, where complex tech-
nical systems and their interaction with prospective working
environments are first designed, programmed, controlled and
optimized in 3D simulation, before commissioning the real
system.

D. Operator Interfaces

Fong et al [2] define four major interface types for
(vehicle) teleoperation: ”Direct” (low level control), ”Multi-
modal/Multisensoral” (telepresence), ”Supervisory Control”
(high level control) and ”Novel” (including Virtual Reality
and haptic interfaces). An introduction to operator interfaces
utilizing Augmented Reality and Virtual Reality is given
in [10], where they are applied in search-and-rescue appli-
cations. Sheridan summarizes the state-of-the-art of human
robot interaction in [11] by reviewing current challenges
ranging from supervisory control of robots for routine indus-
trial tasks to teleoperated vehicles and planes and human-
robot social interaction. He concludes that, ”[w]e need to
revisit the discussions of where humans best fit into systems
as compared with AI and computer control”. As a central
method in modern robot control Sheridan sees much potential
in so-called mental models as ”[...] built-in models of what
is going on in the environment that are continually updated,



much as what humans seem to do.” Using simulation on
combination with mental models is motivated in [12] as an
conceptual extension of Virtual Testbeds towards simulation-
based control and simulation-based support.

E. Force Feedback

Force feedback is one element of haptic feedback, which
compromises force feedback, tactile feedback, and propri-
oceptive feedback [13]. Although teleoperation is mainly
based on audio-visual feedback today, also force feedback
starts to have more and more applications. Several force
feedback devices are commercially available, in particular
the 6 DOF Geomagic Touch X (formerly Phantom Device) 3

as the most common one. A general overview about history,
complexity and benefits of haptic interfaces in simulation is
given in [14]. From a technical point of view, the interface
between simulation and (any) force feedback device should
be the same: ”Force feedback interfaces can be viewed as
computer extensions that apply physical forces and torques
on the user.” [13].

F. Robotic Operating System (ROS)

The preferred platform for system development in (mobile)
robotics currently is the Robot Operating System (ROS).
With standardized formats for message and service deploy-
ment, ROS has been established as a standard for intra- and
interprocess communication between hardware and softare
components. ROS was developed as a flexible framework
for writing robot software [15] . In terms of infrastructure,
ROS can be categorized into three layers, a) file system, b)
computation graph and c) community. On the other hand,
in technical terms, the framework can be subdivided into a)
communication infrastructure, b) robot-specific features and
c) tools. At its lowest infrastructural level, ROS offers inter-
process communication via passing messages. In addition,
ROS provides a specific robot description language (URDF),
powerful development tools (e.g. rviz and rqt) as well as a
huge set of reference implementations of important methods
and algorithms in robotics. Especially in robotics research,
ROS is very common as middleware to link up arbitrary soft-
ware components in a network for interoperability. Hence, it
is beneficial for any software developement in robotics to be
able to connect to at least the message interface.

IV. CENTAURO PROJECT

In the context of the CENTAURO project, we develop
novel operator interface for teleoperated robotic field systems
in disaster scenarios by extending the existing approaches
described in section III resp. Fig. 2. We aim for enabling
the operator to effectively combine the strengths of direct
robot control in real-time with simulation-based support to
develop elaborate decisions. Thus, the operator interface
ideally allows for mixing multi-modal information from exte-
roceptive and proprioceptive sensors with semi-autonomous
functionalities as means of supervisory control. Plus, the

3http://www.geomagic.com/en/products/
phantom-desktop

operator interface should enable the inclusion of one or more
support operators to relieve the main operator from the huge
amount of information coming in from telepresence

Real Environment

Simulated Environment

Robot

Operator(s)

1st person
view

3rd person
view

Force Feedback

Robot

Fig. 3: Teleoperated robot setup enhanced with 3D
simulation-based support of additional operators. Based on
the Virtual Testbed, the operator can switch between con-
trolling the simulated or the real robotic field system, e.g.
to program and test manipulation actions in simulation first
before commanding the action in reality. Additionally, the
second operator can give hints or send visual AR overlays
to the main operator.

In our previous work we utilized Virtual Testbeds as in-
tegrated development and simulation platforms, which com-
promise system models as well as environment models and
connect them with simulation methods and algorithms, e.g.
for perception and control. As Virtual Testbeds are designed
to represent complex technical systems during development,
they enable the management of interfaces which can be
switched from simulation to reality, in order to maintain rapid
prototyping techniques such as hardware-in-the-loop resp.
software-in-the-loop. In addition, selected parts of Virtual
Testbeds can be run under real-time conditions to directly
interface the real target system by means of simulation-based
control.

Based on the concepts and findings in [12], we thus decide
to utilize a Virtual Testbed to meet the aims and requirements
of the operator interface in the CENTAURO project. They
allow us to use the same input devices, control algorithms,
sensor data processing etc. in 3D simulation as well as in
reality and thus to interface with the simulated CENTAURO
robot equivalently as to the real robot. Following this ap-
proach, 3D simulation is available during the development of
the robot, and more importantly also as the central system for
providing the operator interface for field missions. It is then

http://www.geomagic.com/en/products/phantom-desktop
http://www.geomagic.com/en/products/phantom-desktop


fit to safely test and verify actions in simulation first, before
executing them in the real world with adequate guidance and
support for the operator.

This characteristic is often referred to as ”digital twin”
of the real system. There are specific requirements for the
simulation framework to accomplish this behavior. Next to
real-time performance, the central aspects are integration
and interfaces: All necessary functionality for the simulation
and simulation-based control of a robot in its environment
has to be integrated ideally in a modular, complementary
structure. Additional interfaces are needed to connect to the
state-of-the-art in robot control software frameworks (here
ROS) to incorporate developments by our project partners
into the resulting robotic field system.

The simulation-based operator interface then encompasses
• the direct control of the final robotic field system,
• the possibility to test and validate actions of the robot

in a virtual environment, which is built from a-priori
knowledge as well as real sensor data,

• the possibility to incorporate the state-of-the-art in terms
of control algorithms etc., utilizing ROS as a commonly
accepted communication link.

The final setup addressing these points is drafted in Fig. 3,
whereas Fig. 4 represents the direct control of the real
robot by a first person operator. Fig. 5 shows the equivalent
simulated digital twin supervised by a support operator with a
third-person view on the robot and its environment. In Fig. 3
the seamless switch of operating the real robot or its digital
twin is shown, supported by a second operator utilizing the
3D simulation.

To overcome the complexity of the robotic system, giving
all necessary data to the user and leading to a complete sys-
tem of interoperable robots, we propose the 3D simulation-
based interface for the operator. Thus, the simulation serves
as an interface to combine a defined degree of robotic au-
tomation with software-based mental models extends semi-
autonomous robots with the decision possibilities of a human
operator ”present” in the scene.

Fig. 4: Conceptual drawing – Direct control of the main
operator using force feedback.

V. REQUIREMENTS
The application of teleoperated robots in disaster scenarios

leads to the following requirements for the operator interface,

Fig. 5: Actual result – Third person view of the support
operator based on 3D simulation.

it should

• reduce the complexity of teleoperation,
• overcome the lack of mobility and manipulation skills

of robots,
• ”stabilize” the communication link between robot and

operator station,
• transfer huge amounts of sensor data from and to the

robot (data storage, data preprocessing),
• reduce enormous workload for the operator(s) to reduce

the risk of hazardous decisions.

Therefore, besides robust but dexterous and versatile robot
hardware, a comprehensive operating system allows for
intuitively controlling a highly complex teleoperated robot
as well as for representing resp. visualizing the necessary
data for the operator to achieve an immersive control and
supervision of the robot. As described in section IV, we aim
for addressing these points based on a Virtual Testbed in
combination with commonly used (haptic) input devices and
ROS. Additionally, simulation could be ”used” to stabilize
the communication link: In case of communication loss, the
real robot would rest in a predefined state, while the operator
could already plan the next steps in simulation. Such unstable
communication areas could be indicated in simulation, so
that the operator could consider this knowledge in path
planning.

VI. CONCEPT

Regarding our concept, the key aspect is the availability
of a rigid body based physics simulation of the robot and
its environment throughout the development process as well
as during field operation. A human operator will control the
robot intuitively using a full-body telepresence suit including
force feedback. He will be supported by a second operator
from a third-person perspective. Control tasks are mainly
executed by the main operator, whereas the support operator
can use the simulation in parallel to give hints and push
visual assistance in the focus of the first operator. The
simulation itself serves as an additional interface to the
operator, so the complexity of robot hardware is hidden
and the workload of the operator is reduced. As a result,



the concept of the operator interface comprises the holistic
interface between user and robotic field system.

Real Environment

Real System
(Modules)

Virtual Testbed (VTB)

Interfaces

User Interfaces / Support
Output/ 
Views

Input / 
Control

Simulated Environment

Sim. System 
(Digital Twin)

Data Processing System

User / Developer

Perceived Environment

Implementation
(Integrated Frameworks)

Fig. 6: Concept of the 3D simulation-based operator interface
utilizing a Virtual Testbed.

As depicted in Fig. 6, our concept involves a modular
3D simulation system – resp. the Virtual Testbed (VTB) –
as the central integration platform which integrates various
modules for data processing and visualization. Additional
interfaces are now on the one hand the final operator interface
for the user with an immersive force feedback interface,
and on the other hand the direct interface to ROS. This
results in a (simplified) three-layered structure of interfaces,
integrated functionalities in the VTB and interfaces to other
systems. This structure is what we then call 3D simulation-
based operator interface, which allows operators as well as
developers to easily and directly connect to the real robotic
field system.

Using simulation as an additional abstraction layer this 3D
simulation-based operator interface involves:

• the modular integration of additional needed function-
ality in simulation,

• the interface of user and simulation,
• the interface of simulation and real hardware,
• and the interface of simulation with existing external

software libraries.
This concept defines the necessary background to develop,

test and optimize a virtual setup of a real robot in different
virtual environments. Furthermore, it enables the operator in
field missions to use the simulation in the loop for testing and
evaluating proposed tasks and to effectively evaluate sensor
data from the robot.

VII. SYSTEM IMPLEMENTATION

The following section describes the implementation of
the proposed concept. In terms of feasibility one has to
distinguish between integration and interfaces: While the
integration of functionalities in a holistic simulation environ-
ment is often favorable in terms of real time requirements
and interoperability, it might also be reasonable in other
cases to establish interfaces to commonly used and accepted
other software (frameworks). Thus, we use a Virtual Testbed
as a basis for integrative developments as well as extended
interoperability with other frameworks to create an overall
system of robot hardware, software, simulation and most
importantly the operator.

A. Modular 3D Simulation System

In CENTAURO we develop a Virtual Testbed which
comprises the relevant system components and enables early
integration, testing and evaluation of system modules from
our project partners. Core aspect is the development of
a physical simulation of the robot in interaction with its
environment as well as establishing a Central World Model
(CWM), which can be updated from the percepts and actions
of the robot. A predictive model for the robot-environment
interaction will support the operators by enabling them to
estimate the future behavior of the robot in order to evaluate
alternative actions during missions.

For our approach we use the VEROSIM4 system which we
co-develop at MMI. The modularity of VEROSIM enables us
to easily integrate additional functionality, as interfaces to
and from VEROSIM have to be established to communicate
with other (given) frameworks and assimilate available prior
developments, knowledge or modules.

B. Data Processing and Visualization

We have seen in section III that although system devel-
opment in robotics often focusses on robot hardware and
control software, the operator interface is of paramount im-
portance to enable modes of teleoperation and telepresence.
In particular the visualization of the sensor data collected
from optical and other sensors has to be pre-processed and
made available in an intuitively and understandable manner.

Due to the fact that one person will not be capable of
supervising the robot alone, we propose the introduction
of one or more support operators who provide additional,
necessary information for the pilot. For the two types of
operators, we accomplish two different views on the scene,
1) an immersive first person view using a head mounted
stereoscopic display (here the Oculus Rift5), and 2) a third
person view onto the whole scene in simulation.

For this development we need sufficient data processing
for visualizing the input from various sensors. This data
processing and visulization is based on the internal sensor
framework (see [16] for further information) at first, but
can be modularly extended or replaced by external libraries,

4https://www.youtube.com/user/VEROSIMSimulations
5https://www.oculus.com/en-us/rift/
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particularly ROS sensors and ROS-based data processing
algorithms as discussed in section VII-D.

In addition, the Oculus Rift stereoscopic view has to
be implemented in simulation. In the end, we achieve a
collaborative composition of internal functionalities and ex-
ternal frameworks with regards to sensor hardware, sensor
data communication, sensor data processing and sensor data
visualizations.

C. Force Feedback Interface

The integration of force feedback in 3D simulation envi-
ronments is not quite common in current research. As stated
before, force feedback devices such as the Geomagic Touch
X depicted in Fig. 7b are most commonly used as three-
dimensional input devices for modeling. Only in some rare
applications, the devices are also used in specialized simula-
tion environments, such as surgical simulations, where force
feedback is then the main aspect of simulation. Integrating
force feedback into a rigid body based simulation framework
is therefore an advancement of the given technology.

Using the Geomagic Touch X as a sample force feedback
input device, we developed a generic interface to couple rigid
body dynamics based force generation, force reprocessing
and specialized driver interfaces for each force feedback
device As a result, the overall force feedback interface
implements three layers:

1) Intertwining of dynamic simulation and events of force
feedback calculation at time tFF ,

2) Generic interface for force feedback devices, calculat-
ing a generic force feedback force FFF at the time
tFF ,

3) Specialized driver interfaces for each haptic device,
e.g. Phantom Device, which

a) transmit the calculated force FTouchX
FF ,

b) and provide positional input pTouchX .
Starting with the Geomagic Touch X, we used the freely

available OpenHaptics API[18] to implement the driver
interface to the Geomagic Touch X, while the deeper layers
were achieved in VEROSIM. The modularity of VEROSIM,
and thus the associated independence of individual modules,
requires a systemic management of force feedback in time,
space and magnitude. As one can see in Fig. 7a, the Open-
Haptics API is just used for low level interfacing the physical
hardware. Visible for the user in the 3D simulation is just
an extension that manages a thread-safe communication
channel between VEROSIM and the OpenHaptics API. On
a higher level, the collision and force detection, calculation
and scheduling is of paramount importance. We implemented
and validated a collision-based determination of each force
feedback event (→ tFF ). The setup can be seen in Fig. 7d)
and Fig. 7e where a simple 3D model is used to test the
collision detection in VEROSIM and the force vectors are
analyzed in Matlab. Now, either a) the calculated force on
interacting rigid bodies FRB can be used as force feedback,
b) the force of specific force torque sensors (FFT ) e.g. in
the joints – or c) a more general approach, where the virtual

OpenHapticsAPI

Physical Device

VEROSIM Extension

Force Preparation

Rigid Body Dynamics

HDAPI

Threadsafe C++ Callbacks

Force Calculation

Collision and Force Detection

3D Simulation Velocity exchange / scheduling / …

(a) Modular force feedback concept chart (chart idea based on [17]). Using
a modular organization, the physical device and its API can be easily
exchanged. The connection of simulation scheduling, rigid body dynamics,
collision detection and force preparation is carried out in VEROSIM.

(b) Geomagic Touch X (c) 3D model of Touch X

(d) Force feedback from simula-
tion in VEROSIM

(e) Force feedback analyzed in
MATLAB

Fig. 7: The force feedback interface couples collision detec-
tion, spring-damper dynamics and the haptic device.

coupling is based on a mass-spring-damper system as found
in [19][20]. In c), a variance analysis of current position
and target position is used to calculate a (virtual) spring-
damper based force (FSD) (see Fig. 7e). This procedure
has the advantage of equal force dimensions, irrespective of
the two colliding bodies. Otherwise the calculated collision
force could become too high or too volatile for the force
feedback device. As a result, we use c) for force direction
and magnitude calculation, the integrated dynamic rigid body
framework for collision detection and a separate thread to
safely collaborate with the OpenHaptics API. This interface,
using the TouchX, is implemented, coupled with the rigid
body dynamics, and is already in practical use. Experiements,



evaluation and optimization is still done with regards to
feedback force calculation and preparation in general.

Of course, using haptic devices for positional input also
leaves room for interpretations. We assume either a direct
positional input of a frame to move a given rigid body
in time and space, or we use the transfered joint-angles
directly, which are then mapped to an equivalent virtual
model, e.g. of the device (see Fig. 7c). Also with respect
to other input devices, like an exoskeleton, it will always be
possible to transmit either end-effector position or a given set
of joint angles or torques. Device specific characteristics can
be managed independently of the generic interface in the
manufacturer-specific driver interfaces resp. in specialized
VEROSIM extensions.

D. ROS Interface

We implemented a generic integration of ROS into
VEROSIM to enable to use the full spectrum of ROS
functionalities from within the 3D simulation and thus the
operator interface. As we stated before, implementing an
interface to the communication infrastructure of ROS aims
at connecting the message passing system with roscore to
open up many possibilities regarding other core components
of ROS. In order to make use of the knowledge already
available from prior ROS setups, we use the Momaro setup
[4][21], a working robotic setup based on ROS. The mile-
stone to achive was to be able to resemble the features in
the Momaro setup to test and verify the developed interface.

The Momaro setup is mainly based on standard ROS data
types. Thus, we started the implementation in VEROSIM
with according standard message types as well as combined
message types for the central input/output board (IO Board)
[7] which then allows for dynamically connecting internal
functionalities with the ROS framework. As a result, internal
scheduling, rendering and the other frameworks can utilize
the inputs and outputs of ROS nodes from within VEROSIM.

The following implementation scheme is used to continu-
ously add ROS functionalities to VEROSIM using the roscpp
(and rospy) API:

1) Implementation of static data type conversions for
std msg types

2) Implementation of static data type conversions for
combined std msg and specialized types

3) Implementation of template-based conversions for ar-
bitrary message types

4) Completely dynamic (Python-based) embedding of
ROS data types into VEROSIM

Step by step, this will lead to a continuous integration
of more data types according to the requirement analysis.
Finally, it will be possible to use a given set of ROS message
types from within simulation (input and output). In addition,
we will offer an easy way to add new functionalities based
on C++ templates, or even use Python for dynamic ROS
message implementation.

Using this implementation scheme already led to first
results, visualized in Fig. 8. Fig. 8a shows a ROS publisher
extension in the VEROSIM IO Board to publish a float64 in

(a) VEROSIM IO Board using dynamic input from simulation to publish, and
submit to ROS messages via outputs in simulation.

(b) Using ROS with VEROSIM: (top/left) VEROSIM issuing data using
ROS publisher, (top/right) console running roscore, (bottom/left) console
for inspection with rostopic, (bottom/right) second instance of VEROSIM
reading the data using ROS subscriber.

Fig. 8: ROS Interface to VEROSIM.

the ROS namespace ”veROSim” on the ROS topic ”myFloat-
Value”. In Fig. 8b this ROS std msg float64 publisher and its
corresponding subscriber are used to connect two instances
of VEROSIM. As a result, the input data from the top/left
VEROSIM is published and thus transferred via the ROS
network to the subscriber in the bottom/right VEROSIM.

We are already using the implemented ROS nodes and are
currently implementing according sensor message types to be
connected to the integrated sensor framework of VEROSIM
to utilize both, ROS and VEROSIM sensor data processing
and visualization.

E. Complete System

Our concept intertwines integrated functionalities from a
3D simulation system with external libraries, mainly from the
ROS context. This leads to a modular, flexible and robust
overall setup, enabling an optimized 3D simulation-based
operator interface. The overall setup as shown in Fig. 9 in-
cludes an optimized operator interface for controlling robots
in disaster scenarios by means of immersive and intuitive
control from a first person perspective with the Oculus Rift
and force feedback using the Geomagic Touch X device.
Accompanied by a supporting third person view, overlays
for sensor data visualization and a direct interface to ROS,
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Fig. 9: Final setup variant with respect to Fig. 6.

the operator interface is able to effectively support the first
operator in his decisions.

VIII. CONCLUSIONS

We presented the concept of a 3D simulation-based oper-
ator interface which comprises the development of the simu-
lation technology necessary to setup a high fidelity operator
interface consisting of simulatable models of the robot and
its environment as well as means for intuitive interaction and
visualization to safely operate and supervise the remote robot
with multiple operators using various devices. The concept
provides a fully operable virtual robot including mechanics,
actuators, sensors as well as control algorithms which can
act in various virtual environments.

In addition, the operator interface enables the direct access
to the common ROS middleware. Thus the interface is
prepares for connecting the simulation with customized ROS
nodes and the reuse of existing ROS modules. This holistic
setup opens many possibilities regarding the development
process of teleoperated robots and also during the final
mission.

The use of force feedback devices supports the operator
in his mission by means of intuitive control and the positive
effects of immersion, and hence being telepresent at the
site of operation accompanied by simulation and supported
by pre-processed data. The integration of force feedback in
simulation in general opens up prospect to a huge amount
of applications to dive into virtual realities prior to the real
setup.

In summary, the 3D simulation-based operator interface
for teleoperated robots in disaster scenarios applies 3D
simulation to generate new integration and interface options,
to establish an intuitive and effective combination of robotic
field system, data exchange and processing algorithms and
to the coordination of human control and supervision.
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Combining an exoskeleton with 3D simulation in-the-loop
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Abstract—

Beyond robot hardware and control, one major element for
an efficient, constructive and safe mission of teleoperated robots
in disaster scenarios such as Fukushima is the quality of the
connection between operator and robot. In this contribution,
we present the concept of using an exoskeleton and utilizing 3D
simulation as a central interface component for the operator
to intuitively collaborate with mobile teleoperated robots.

keywords: 3D simulation, exoskeleton, force feedback,
operator interface

I. INTRODUCTION
Disaster scenarios such as at the Fukushima facility site

clearly show that the capabilities of current disaster-response
robot systems are hardly sufficient for providing the desper-
ately needed support to reconnoiter and secure the situation
– especially in the first critical hours.

The CENTAURO3 project aims at the development of a
novel teleoperated Centaur-like robot with whole-body telep-
resence of the human operator supported by 3D simulation
in-the-loop, to allow for making elaborate decisions during
the mission. Hence, the project will establish a safe cooper-
ation where the operator is immersively present at the site
of emergency, supported by situation-aware interpretations
based on multi-modal information collected with the robot
sensors as well as a-priori knowledge from other sources,
e.g. 2D maps. The exoskeleton and a specialized exoskeleton
simulator, used during the implementation, are developed at
SSSA. At the MMI, a specialized force feedback interface
for this exoskeleton based on 3D simulation technologies is
developed.

The overall CENTAURO setup is shown in Figure 1.
Based on prior knowledge in developing mobile robots, like
the Momaro robot ((c), [1]), a holistic setup is developed
consisting of a new Centaur-like robot, an exoskeleton for
control (a), and 3D simulation for support (d). During
the development process, special focus is put on the 3D
simulation system and also an exoskeleton simulation (cf.
(b)) to develop necessary interface structures used also in
the final setup. The operator can use the information gathered
from simulation and additionally switch seamlessly between
real world interaction and its virtual counterpart. This feature

1Authors are with the Institute for Man-Machine Interaction (MMI), at
the RWTH Aachen University, 52074 Aachen, Germany
cichon@mmi.rwth-aachen.de

2Authors are with the Perceptual Robotics Laboratory (PECRO), at the
Scuola Superiore Sant’ Anna (SSSA), 56127 Pisa, Italy
c.loconsole@sssup.it

3https://www.centauro-project.eu/

(a) Exoskeleton (b) Exoskeleton simulation

(c) Real Centaur-like
mobile robot3

(d) 3D simulation of robot and environment

Fig. 1: Using an exoskeleton with force feedback for robotic
teleoperation, utilizing 3D simulation

will be used in risky situations to evaluate movements or
actions in the virtual world first, before executing them in
the real hazardous environment.

II. RELATED WORK

A. Exoskeleton

The robotic interfaces for physical human-robot interac-
tion represent an important aspect of tele-existence cockpits
[2]. The exoskeleton represents the robotic system where
the highest physical symbiosis with the human operator is
achieved. Active exoskeleton systems are robotic devices
that can be worn on the user’s body, implying that they
should satisfy requirements of safety and better compliance.
Exoskeletons built for rehabilitation and human power aug-
mentation make use of different actuation solutions, such
as geared solutions, tendon drives, hybrid solutions (screw
and cable actuators) or variable-impedance actuators [3],
[4], [5], [6], [7], [8], [9]. Based on the adopted actuation,
active exoskeletons can be classified as impedance based
design (open-loop impedance control and impedance control
with force feedback) or admittance-based design (admittance
control with position feedback).

https://www.centauro-project.eu/


B. 3D Simulation Technology

Normally, simulation does not really plays a role in
control schemes for teleoperated robotic field systems only
in some rare and rather limited cases. It is mostly used for
testing and validation of individual modules or algorithms
during development. A more holistic approach to 3D simu-
lation in robotics is provided by the eRobotics methodology
[10][11][12][13] and so-called Virtual Testbeds. Complex
technical systems and their interaction with prospective
working environments are first designed, programmed, con-
trolled and optimized in 3D simulation, before commission-
ing the real system. In our previous work we utilized 3D
simulation already as integrated development and simulation
platforms, which compromise system models as well as envi-
ronment models and connect them with simulation methods
and algorithms, e.g. for perception and control. Now, the
simulation is used during the development process of robot
and the exoskeleton, but more importantly will it also serve
as the central system for providing the operator interface
during field missions.

C. Force Feedback in 3D Simulation

Although, force feedback and corresponding devices are
not new, their use in simulation is quite limited. Only
specialized applications can be found where force feedback is
used as one central compartment of simulation. Several force
feedback devices are commercially available, in particular the
6 DoF Geomagic Touch X4 (formerly Phantom Device) as
the most common one. A general overview about history,
complexity and benefits of haptic interfaces in simulation is
given in [14]. From a technical point of view, the interface
between simulation and (any) force feedback device should
be the same and ”can be viewed as computer extensions that
apply physical forces and torques on the user.” [15].

III. RESULTS

The following section describes the results in terms of
combining an exoskeleton, force feedback and 3D simula-
tion. On the one hand, the development of the exoskeleton
and corresponding exoskeleton simulator is described. On
the other hand, the required force feedback integration in 3D
simulation and its interface to the exoskeleton (simulator) is
presented.

A. Exoskeleton and Exoskeleton Simulator

The exoskeleton designed within the framework of the
CENTAURO project (see Figure 2) is based on ALEx
robot [5], a 12 DoFs (6 DoFs×2 upper limbs) mechanically
compliant exoskeleton for the human upper limb: 4 DoFs
per arm are sensorized and actuated (shoulder abduction,
rotation, and flexion; elbow flexion), and 2 DoFs per arm are
sensorized and passive (forearm prono-supination and wrist
flexion). However, the CENTAURO Master exoskeleton will
substitute passive DoFs and will include additional DoFs for
wrist and hand actuation to allow also the manipulation of

4http://www.geomagic.com/en/products/
phantom-desktop/overview

objects through the teleoperated Centaur-like robot. More
in detail, there will be 3 DoFs for each wrist and 17
underactuated DoFs (actually 5 DoFs) for each hand. The
entire CENTAURO Master exoskeleton can reach about 90
% of the natural workspace of the human arm without
singularities, covering an extended range of motion for each
DoF. Moreover, the exoskeleton can be operated either in
force mode, providing desired input forces to the EE or
joint torques to each joint, or in compliant position mode,
providing desired trajectories with the associated stiffness to
the EE or to the joints.

Fig. 2: The ALEx exoskeleton for upper limb.

A simulator of the CENTAURO Master exoskeleton has
been designed for preliminary interaction with 3D simulation
of the disaster scenario. The simulator includes the kine-
matic and dynamic models of the exoskeleton and relies
on a physical model engine. The communication with the
simulator is based on UDP/IP communication and integrates
four channels: two for the device data (one for left and one
for right arm) and two for the device command (one for left
and one for right arm). The device data packet includes all the
data related to the exoskeleton status, such as joint position,
speed and torque, and end-effector position, speed and force.
On the other hand, the device command packet includes
several control strategies for piloting the exoskeleton, such
as the desired end-effector force, the desired end-effector
position, the desired joint torque, the desired joint pose or
the desired joint impedance.

B. Using 3D simulation in-the-loop

The final Operation with a 3D simulation as a support
system in parallel to the direct control of the real system
which can be ’switched’ seamlessly enhances the immersion
into the teleoperated robot and its operability. Therefore, the
force feedback has to be incorporated in the 3D simulation,
too. Using a modular integrating approach, the underly-
ing concept can be extended easily. First, the rigid body
simulation within the 3D simulation is modified to enable
a collision-based force feedback. Secondly, a simple force
feedback device—the Geomagic Touch X [16] (formerly
known as Phantom Device)—is used as an input device
for simulation, testing and optimizing the force feedback
capabilities. In the end, the full body exoskeleton can be used

http://www.geomagic.com/en/products/phantom-desktop/overview
http://www.geomagic.com/en/products/phantom-desktop/overview


to interface a fully tested simulation environment including
force feedback to the different joints.

C. Force Feedback Integration in 3D Simulation

The integration of force feedback in 3D simulation envi-
ronments is not quite common in current research. Most com-
monly used as three-dimensional input devices for modeling,
force feedback devices are only in some rare applications
also used in specialized simulation environments, such as
surgical simulations, where force feedback is then the main
aspect of simulation. Integrating force feedback into a rigid
body based simulation framework is therefore an advance-
ment of the given technology.

OpenHapticsAPI

Physical Device

VEROSIM Extension

Force Preparation

Rigid Body Dynamics

HDAPI

Threadsafe C++ Callbacks

Force Calculation

Collision and Force Detection

3D Simulation Velocity exchange / scheduling / …

UDP Packet Struct

Exoskeleton (Sim)

UDP

Fig. 3: Modular force feedback concept chart (chart idea
based on [17]). Using a modular organization, the physical
device and its API can be easily exchanged. The connection
of simulation scheduling, rigid body dynamics, collision de-
tection and force preparation is carried out in 3D simulation.

We developed a generic interface to couple rigid body
dynamics based force generation, force reprocessing and
specialized driver interfaces for each force feedback device.
This interface is initialized with the Touch X and then
extended towards a force feedback ready exoskeleton. As a
result, the overall force feedback interface implements three
layers:

1) Intertwining of dynamic simulation and events of force
feedback calculation at time tFF ,

2) Generic interface for force feedback devices, calculat-
ing a generic force feedback force FFF at the time
tFF ,

3) Specialized driver interfaces for each haptic device,
a) Touch X with OpenHaptics API

• transmit the calculated force FTouchX
FF ,

• and provide positional input pTouchX of the
tool center point.

b) Exoskeleton with UDP/IP connection
• transmit an exoskeleton device command

struct, either in ’force mode’ (using joint
torques τexoi for each joint i) or ’compliant
position mode’ (using the end effector position
pexoout )

• and provide an exoskeleton device data struct,
with positional input of the end effector pexoin .

Starting with the Touch X, we used the freely available
OpenHaptics API [18] to implement the driver interface,
while the deeper layers were achieved in simulation. As
one can see in Fig. 3, the API is just used for low level
interfacing the physical hardware. Visible for the user in the
3D simulation is just an extension that manages a thread-safe
communication channel. On a higher level, the collision and
force detection, calculation and scheduling is of paramount
importance. We implemented a collision-based determination
of each force feedback event (→ tFF ). Now, either a) the
calculated force on interacting rigid bodies (FRB) can be
used as force feedback, b) specific force torque sensors
(FFT ) e.g. in the joints, or c) a more general approach,
where the virtual coupling is based on a mass-spring-damper
system as found in [19][20]. In c), a variance analysis of
current position and target position is used to calculate a
(virtual) spring-damper based force (FSD). This procedure
has the advantage of equal force dimensions, irrespective of
the two colliding bodies. Otherwise the calculated collision
force could become too high or too volatile for the force
feedback device. As a result, we use c) for force direction
and magnitude calculation, the integrated dynamic rigid body
framework for collision detection, and a separate thread to
safely collaborate with the OpenHaptics API.

Using this interface, it is also possible to exchange the
Touch X with other force feedback devices, like the ex-
oskeleton. During the development of the final exoskeleton
an exoskeleton simulator is used as a substitute to define, de-
velop, and use the exoskeleton interface in the 3D simulation.
This exoskeleton simulator provides the exact same interface
design as the final exoskeleton. Therefore, defined exchange
information structs (encompassing endeffector position, joint
angles, joint force and torques, etc.) can already be received
by and send from simulation. Although the communication
between simulation and Touch X is based on a specific API
and thus completely different to the UDP- based connection
of the exoskeleton, the infrastructure of the force feedback
interface already provides all necessary pre-processing of
forces. The low level interface layer of the UDP exoskeleton
is then added on top of the force feedback fundament.

Using the exoskeleton simulator led to a defined interface
concept for simulation and already shows first promising
results in terms of the communication protocol and also
realtime capable communication. More effort has to put on
optimizing feasible force feedback generation from simula-
tion for a direct and more intuitive sense of immersion.

IV. CONCLUSIONS

In the final operation of the CENTAURO project, this
robot will be directly controlled by a first person operator,
using an exoskeleton (with force feedback) for control and
3D simulation in-the-loop, supporting the operator. The use
of a force feedback exoskeleton supports the operator in
his mission by means of intuitive control and the positive
effects of immersion, and hence being telepresent at the site
of operation accompanied by simulation. The development



of an exoskeleton for teleoperating mobile robots is continu-
ously evolving and refined, accompanied by the exoskeleton
simulator which is already of paramount importance in terms
of interface definition and developments. We could already
achieve first results in coupling dynamic simulation, force re-
processing, and interfacing multiple force feedback devices.
The integration of force feedback in simulation in general
also opens up prospect to a huge amount of applications to
dive into virtual realities prior to the completion of the real
setup or also in parallel to the real mission.
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